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Predicted Ease

The set of indices representing all the stimuli in the domain of 
interest.

The set of indices that have the same class as the 𝑖th stimulus.

The probability that the 𝑖th item will be categorized correctly 
assuming  an agent has knowledge of all stimuli except the 𝑖th
stimulus.

𝑧! , 𝑦! Tuple representing the embedding point and corresponding class 
label of the 𝑖th stimulus.
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Cognitive Model
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𝒁 ∈ ℝ6×8
The model’s free parameters can be divided into two groups for conceptual clarity.

Free parameters that specify the coordinates of the 𝑚 stimuli in the 𝑑-
dimensional embedding space.

𝜽 = 𝜌, 𝜏, 𝛽, 𝛾, 𝒘 Free parameters that govern the computation of distance and similarity.
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Inference Objective

The psychological embedding can be used to predict the difficulty of each item.
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Where 𝑘! denotes the importance of the 
observation.


