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Psychological Embedding Procedure
Data Collection
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Cognitive Model
The model’s free parameters can be divided into two groups for conceptual clarity.

Z € RMxd Free parameters that specify the coordinates of the m stimuli in the d-
dimensional embedding space.

0= (p1,B7,wW) Free parameters that govern the computation of distance and similarity.
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Similarity Kernel s(x,y) = exp(—Bllx — yilpw )+vy
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Predicted Ease

The psychological embedding can be used to predict the difficulty of each item.

(2, y:) Tuple representing the embedding point and corresponding class
label of the ith stimulus.

7 The set of indices representing all the stimuli in the domain of
interest.

S = {j EJlyij=yiN] # i} The set of indices that have the same class as the ith stimulus.

Zjes- s(zi, Z].) The probability that the ith item will be categorized correctly

3 (2, 22) assuming an agent has knowledge of all stimuli except the ith
k€T 2R stimulus.
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